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ARTICLE INFO ABSTRACT

Keywords: Feature pyramid networks (FPNs) are widely used in the existing deep detection models to help them utilize
Medical image detection multi-scale features. However, there exist two multi-scale feature fusion problems for the FPN-based deep
Enhanced feature pyramid network detection models in medical image detection tasks: insufficient multi-scale feature fusion and the same

Deep and diverse multi-scale feature

- N . importance for multi-scale features. Therefore, in this work, we propose a new enhanced backbone model,
Weighted multi-scale feature fusion

EFPNs, to overcome these problems and help the existing FPN-based detection models to achieve much better
medical image detection performances. We first introduce an additional top-down pyramid to help the detection
networks fuse deeper multi-scale information; then, a scale enhancement module is developed to use different
sizes of kernels to generate more diverse multi-scale features. Finally, we propose a feature fusion attention
module to estimate and assign different importance weights to features with different depths and scales.
Extensive experiments are conducted on two public lesion detection datasets for different medical image
modalities (X-ray and MRI). On the mAP and mR evaluation metrics, EFPN-based Faster R-CNNs improved
1.55% and 4.3% on the PenD (X-ray) dataset, and 2.74% and 3.1% on the BraTs (MRI) dataset, respectively.
EFPN-based Faster R-CNNs achieve much better performances than the state-of-the-art baselines in medical
image detection tasks. The proposed three improvements are all essential and effective for EFPNs to achieve
superior performances; and besides Faster R-CNNs, EFPNs can be easily applied to other deep models to
significantly enhance their performances in medical image detection tasks.

1. Introduction However, there exist two multi-scale feature fusion problems for
the FPN-based deep detection models in medical image detection tasks:
With the fast development of artificial intelligence, medical image (i) Insufficient fusion problem [13-15]: Although multi-scale feature

analysis technologies based on deep learning have been increasingly ap-
plied in clinical computer-aided diagnosis (CAD) [1-5]. Deep-learning-
based medical image detection is one of the most important tasks in
CAD [6,7], which aims to recognize the locations and classes of lesions
in medical images using deep models. The vanilla deep detection

fusion has been achieved in FPNs, their performances for some medical
image detection tasks are still limited, because the detection objects in
some medical images are relatively small and highly similar to the back-
ground. So, the backbones of medical image detection models should

models, e.g., vanilla Faster R-CNN [8] and vanilla YOLO [9], simply fuse deeper and more diverse semantic information to enhance their
use classic convolutional networks as their backbones. To use multi- feature learning capabilities. (ii) Equal importance problem [16,17]:
scale features at different depths of convolutional networks, feature FPNs treat all multi-scale features with equal importance in feature fu-
pyramid networks (FPNs) [10] are proposed to fuse multi-scale fea- sion. However, features with different scales at different depths should
tures at bottom-up and top-down pyramids using lateral connections. have different importance for the deep model’s feature learning, so

Consequently, FPNs are widely used as the backbones of deep models
for many medical image detection works, e.g., FPN-based Faster R-
CNNs for spinal cord injury detection [11], and FPN-based RetinaNet
is adopted in [12] to detect lesions in CT images.

different weights should be assigned during feature fusion.
Therefore, in this work, a new detection backbone, called enhanced
feature pyramid network (EFPN), is proposed to overcome the above
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problems of FPNs and to achieve more accurate medical image de-
tection. Compared to FPNs, EFPNs mainly have three improvements:
an additional top-down pyramid, scale enhancement (SE) modules,
and feature fusion attention (FFA) modules. Specifically, besides the
original top-down pyramid in FPNs, the first improvement of EFPNs is
to introduce an additional top-down pyramid to help the deep detection
model generate and fuse multi-scale features at deeper layers and with
deeper semantics. Then, EFPNs propose to integrate scale enhancement
(SE) modules onto the new lateral connections between the original
and additional top-down pyramids, which use parallel-arranged con-
volution kernels with different kernel sizes to generate and fuse more
diverse multi-scale features. Consequently, EFPNs overcome the insuf-
ficient multi-scale feature fusion problem of FPNs by using additional
top-down pyramid and scale enhancement modules to fuse multi-scale
features with deeper and more diverse semantic information. Finally,
since different multi-scale features generated at different depths or
using kernels with different sizes should have different importance
for the model’s feature learning, novel feature fusion attention (FFA)
modules are proposed in EFPNs to estimate the importance weights for
multi-scale features using an attention mechanism.

In this work, EFPNs are used as the backbone of Faster-RNNs
for medical image detection. However, similarly to FPNs, EFPNs is
a general backbone model that can be used in almost all existing
deep-learning-based detection models (e.g., Cascade R-CNNs, ATSS,
RetinaNet, Grid R-CNNs) to improve their feature learning capabilities.

The contributions of this paper are briefly summarized as follows:

+ We identify two multi-scale feature fusion problems (i.e., insuf-
ficient fusion and equal importance problems) for the FPN-based
deep detection models in medical image detection tasks, and then
propose a new enhanced backbone model, EFPNs, to overcome
these problems and help the existing FPN-based detection models
to achieve much better medical image detection performances.
An additional top-down pyramid module is first proposed in
EFPNs to help the model fuse deeper multi-scale information;
then scale enhancement (SE) modules are applied to new lateral
connections to generate more diverse multi-scale information;
consequently, both improvements work together to solve the
insufficient fusion problem. Finally, feature fusion attention (FFA)
modules are proposed to estimate and assign different importance
weights to multi-scale features with different depths and scales,
which thus resolve the equal importance problem.

Extensive experiments are conducted on two public lesion detec-
tion datasets for different medical image modalities (x-ray and
MRI). The results show that (i) EFPN-based Faster R-CNNs achieve
much better performances than the state-of-the-art baselines in
medical image detection tasks; (ii) the proposed three improve-
ments are all essential and effective for EFPNs to achieve superior
performances; and (iii) besides Faster R-CNNs, EFPNs can be
easily applied to other deep models to significantly enhance their
performances in medical image detection tasks.

Section 2 introduces related work in the field of object detection and
analyzes the advantages and shortcomings by comparing other methods
with EFPN. Section 3 introduces the network structure and functional
implementation of EPFN. Section 4 describes the experimental envi-
ronment details and presents the main experimental design and the
experimental results of EPFN. Section 5 summarizes the experimental
results to conclude the structural and functional characteristics of
EFPN.

2. Related work
2.1. Automatic medical image detection

Current deep-learning-based object detection models can be classi-
fied into two categories: (i) two-stage models (e.g., Faster R-CNNs [8])
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and (ii) one-stage models (e.g., YOLO series [9,18,19] and RetinaNet
[12]). R-CNNs [20] is the first deep-learning-based two-stage detection
model, which is then improved by Fast-RCNNs [21]. Faster R-CNNs [8],
Cascade R-CNNs [22] and Grid R-CNNs [23] are the state-of-the-art
two-stage models: the former proposes a region proposal network (De-
notes RPN) to extract candidate boxes and achieves end-to-end training
for the first time, and the latter proposes a multi-stage structure for
better detection performances. YOLO [9,18,19] is the best-known one-
stage model, which directly uses the feature map for prediction without
extracting candidate boxes. SSD in [24] is proposed to use feature maps
at each depth to achieve better object detection. RetinaNet first uses
focal loss to solve the problem of data imbalance between different
classes [12], and the idea of the focal loss function is also widely used
in other deep learning fields. While ATSS [25] focuses on solving the
impact of positive and negative samples on detection performance, it
proposes a method to improve the performance of target detection by
automatically selecting a suitable anchor box as a positive sample based
on the statistical features associated with the true value of the label.

The above models have been widely used for automatic medical
image detection [26-28], where FPNs are used as the backbone. Y.
Yan et al. [29] use YOLO to extract regions of interest to build a multi-
stage breast nodule detection network and achieved improved detection
results. M. Zeng et al. [30] build a multi-stage network using cascaded
convolutional networks for automatic cephalometric landmark detec-
tion. There are also works [31-33] that improve on classical target
detection networks and achieve breakthroughs in different medical
image domains. Most of the above methods are based on classical target
detection networks with specific improvements to adapt them to the
characteristics of different medical image types. Our approach is to
improve a generic network module by making it more suitable for the
detection of medical lesions during the feature fusion phase. Table 4
shows that EFPN can be directly applied to different classical target
detection networks and has improved lesion detection. Differently from
these works, EFPNs propose an additional top-down pyramid and scale-
enhancement modules to generate and fuse deeper and more diverse
multi-scale features, while feature fusion attention modules are used to
estimate the importance of multi-scale features.

2.2. Multi-scale solutions

Multi-scale solutions [34] have been widely used in deep-learning-
based automatic detection tasks. In [15], the bottom-up channel is
incorporated into FPNs to improve detection capabilities. [35] pro-
poses an atrous spatial pyramid pooling (ASPP) module to obtain
multi-scale features using multiple parallel-arranged atrous filters with
different sampling rates. [36] analyzes the relationships between fea-
ture scale and model pretraining, and then proposes a multi-scale
training method, scale normalization for image pyramids (SNIP). Fur-
thermore, there are also many multi-scale related research works in the
field of medical image segmentation [37-39]. In this work, given the
additional top-down pyramid, we first add new lateral connections be-
tween the layers in original top-down pyramids and the corresponding
layers in additional top-down pyramids, and then incorporate the pro-
posed scale-enhancement modules into these new lateral connections
to obtain diverse feature maps with different scales.

However, there exist two problems for the existing multi-scale
feature fusion solutions, i.e., insufficient fusion problem and equal
importance problem. Specifically, the insufficient fusion problem is also
identified by [15], which thus adds additional feature fusion paths
to the FPN network to make the fusion of feature maps at different
scales more adequate, and achieves significant result improvement in
the field of image segmentation. Moreover, [13] also tries to overcome
the insufficient fusion problem and make FPN capable of detecting
tiny targets, where a new concept fusion factor is proposed to control
the information passed from the deep layer to the shallow layer.
Recently, [14] proposes a more effective fusion method to overcome
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this problem and to improve the accuracy of most detectors, where
an improved feature pyramid network (ImFPN) is introduced to ac-
commodate the loss of information for instances of different sizes and
top-level features. Different from these works, our proposed EFPN first
import an additional top-down pyramid module to help the model
fuse deeper multi-scale information, then propose scale enhancement
(SE) modules on new lateral connections to generate more diverse
multi-scale information, which thus overcomes the insufficient fusion
problem by fusing multi-scale features with deeper and more diverse
semantic information.

In addition, the equal importance problem is also identified by [171],
where a consistent supervision solution is proposed to introduce a su-
pervised signal for each layer of features prior to fusion. Moreover, [16]
also notice that a simple direct fusion of features with different scales
may lead to underutilization of important features; therefore, a novel
channel enhancement feature pyramid network (CEFPN) is proposed
to alleviate channel information loss and the aliasing effects caused by
hybridized fusion feature maps. Differently, in this work, we propose
feature fusion attention (FFA) to provide importance weights for the
different multi-scale feature maps, which thus provides greater weights
for important features and improves the detection capability of the
model.

2.3. Attention mechanism

Attention mechanisms have also been used in many recent works
to improve the performances of deep-learning-based image processing
models. SENet [40] proposes to estimate the weights of channels. In
SSA-CNNs [41], a semantic self-attention is applied to suppress the
background and improve the detection results. [42] proposes an Atten-
tion CoupleNet to combine attention-related information with global
and local information of the object to improve detection performances.
In [43], they propose a scale-attention deep learning network (SA Net)
that extracts features at different scales in the residual module and uses
the attention module to enhance the scale-attention capability. [44]
proposes an improved U-Net with residual connections, adding channel
attention (CA) blocks and hybrid dilated attention convolution (HDAC)
layers to improve the accuracy of medical image segmentation. SK-
Net [45] uses an attention mechanism to dynamically select different
convolutional kernel sizes to focus on important features at different
spatial scales to improve the performance of image classification. The
attention mechanism is also incorporated with Transformer-based tar-
get detection algorithms, such as DETR [46], to help the network focus
on comprehensive feature information, which is particularly useful in
object detection tasks with objects of different sizes and shapes in an
image.

Differently from the existing works, whose attention modules are
used to estimate channel or region weights on a particular feature map,
our attention modules are specially designed to estimate the different
importance weights of feature maps with different scales.

3. Methods

Although the existing FPN-based models have achieved good results
in many automatic medical image detection tasks, FPN still encounters
two problems: insufficient multi-scale feature fusion and equal impor-
tance for multi-scale features. Therefore, we propose enhanced feature
pyramid networks (EFPNs) as a new detection backbone to overcome
the identified problems of FPNs and achieve more accurate medical
image detection. As shown in Fig. 1, compared to FPNs, EFPNs mainly
consist of three improvements: an additional top-down pyramid, scale
enhancement (SE) modules, and feature fusion attention (FFA) mod-
ules. Specifically, by adding an additional top-down pyramid, EFPNs
have more and deeper convolution layers than FPNs; so, they can
generate features with deeper and more powerful semantics, which
are then fused together. Furthermore, scale enhancement modules are
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integrated into the new lateral connections between the original and
additional top-down pyramids to introduce more diverse multi-scale
features by parallel-arranged convolution kernels with different kernel
sizes. Finally, feature fusion attention modules are proposed to estimate
the importance weights of multi-scale features, adding the capability
to highlight the important features while depressing the useless ones
during model training.

3.1. Overall structure and learning procedure of EFPNs

Fig. 1 shows the EFPN-based Faster R-CNNs (abbreviated as EFPNs).
EFPNs mainly consists of three feature learning pyramids. For a given
input medical image, it is first sent into the bottom-up pyramid to learn
more and more abstract but semantically stronger features; then, the
most abstract features generated in the highest layers are fed into the
top-down pyramid, where higher resolution feature maps are generated
by upsampling features from higher pyramid levels; these features
are fused (by element-wise summation) with features with the same
size in the bottom-up pyramid using lateral connections to generate
multi-scale features. To fuse deeper and richer semantic features, we
introduce an additional top-down pyramid, which takes the outputs of
the top-down pyramid as inputs, where new lateral connections are
imported to merge feature maps of the same size from the top-down
pyramid and the additional top-down pyramid. However, differently
to FPNs, scale enhancement modules are added onto the new lateral
connections to generate more diverse multi-scale features, while feature
fusion attention modules are introduced to assign different weights to
the incoming different multi-scale features with the same size before
feature fusion. Finally, the fused multi-scale features are sent into a
region proposal network (RPN) to obtain the candidate boxes, and the
features in the candidate boxes are classified and regressed to obtain
the final bounding boxes.

3.2. Additional top-down pyramid

In order to fuse more accurate and deeper features from the complex
background of medical images, we first integrate FPNs with an addi-
tional top-down pyramid. In this module, a 3 x 3 convolution is firstly
added to the lateral connection between the original and additional
top-down pyramids to obtain deeper semantic features, and then an
additional top-down pyramid is used to fuse these deeper semantic
features. The 3 x 3 convolution can filter out more efficient features
from the features of the initial fusion of FPNs, so as to obtain deeper
features. Specifically, the output of the highest layer of the additional
top-down pyramid (Ps) is generated by performing 3 x 3 convolutions
on Hs. The outputs of the other layers (P, to P,), are obtained by
summing the up-sampled features with the 3 x 3 convolution results
of same-size features (H; to H;) on new lateral connections. Formally,

P, = Up(P;,,) + Convys(Hy), (i € 1,2,3,4) (€]

P5 = Convsy3(Hs) (2)

where P; (resp., H;) are the features generated at the ith layer of the ad-
ditional (resp., original) top-down pyramid, U p(-) is double upsampling,
and Conuvsy3(+) is a 3 x 3 convolution.

3.3. Scale enhancement (SE) modules

To generate and fuse more diverse multi-scale features, SE modules
are then proposed to be added on the new lateral connections between
the original and additional top-down pyramids to extend the original
3 x 3 convolution operation to two parallel-arranged convolution op-
erations with kernel sizes of 3 x 3 and 5 x 5. From another level, while
extracting deeper features with the 3 x 3 convolution, the participation
of the convolution of 5 x 5, a larger convolution kernel, can obtain
a larger range of feature information from the original features. In a
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Fig. 1. Overall structure of EFPN-based Faster R-CNNs, where the feature fusion attention modules (FFA) have three inputs (i.e., Hil, Hiz, and P';,,), and FFA* represents a special
case of FFA at the top layer of the additional top-down pyramid with only two inputs (i.e., H;, Hg).

nutshell, The SE module can obtain a feature map that integrates a
larger range of features while obtaining deeper features. Consequently,
with SE, for a given feature map (H;) generated at the ith layer of the
original top-down pyramid, SE generates two feature maps, Hi1 and Hiz,
with different scales. Formally,

Hil = Convsyu3(H;) 3

H? = Convs,s(H;) 4)

where Hi1 and le are two feature maps with the same size but different
scales generated by the new lateral connection at the ith layer after
applying SE, and Convsys(-) is the convolution with a 5 x 5 kernel.

3.4. Feature fusion attention (FFA) modules

After using the scale enhancement module to obtain diverse multi-
scale feature maps H! and H? from H,, we have three multi-scale
feature maps at the ith layer of additional top-down pyramid, i.e., Hil,
H?, and P!, (P! is obtained by double up-sampling of the feature
map P, from the i+1" layer). When fusing these three feature maps to
obtain the hybrid feature map P, the conventional way of FPN directly
adds them up, i.e., P, = H+H+P/, , where the importance coefficient
of each feature map is the same (i.e., 1). However, we believe these
three multi-scale feature maps should have different importance for the
deep model’s feature learning; so each feature map should be multiplied
by a different importance coefficient when fusing them up. We call this
an equal importance problem.

To assign different importance weights to the feature maps of dif-
ferent scales, new feature fusion attention (FFA) modules are proposed.
Besides the one at the highest layers (denoted FFA*), FFA generally has
three inputs: two feature maps with different scales generated by SE
at the corresponding lateral connection (Hi‘, Hiz), and a feature map
(P';;1) generated by double up-sampling of the feature maps from the
higher layer (P;,;). FFA* only has two inputs: two feature maps with
different scales generated by SE at the corresponding lateral connection
(HL, Hg), and other operations are the same as FFA. FFA first fuses
the inputs into a new multi-scale feature map (P’;) using element-wise
summation. Then, a series of operations (i.e., max pooling, convolution,
batch normalization, convolution, and ReLU operations in order) are
conducted to estimate an importance weight for each channel of three

input feature maps; since the number of channels for each input is 256,
the size of the importance weight vector W; is 3 x 256 = 768. W; is
further divided into three parts evenly (W}, W2, and W?), each of which
is multiplied with an input feature map to highlight the important
features and depress the irrelevant ones. Finally, the input feature maps
are fused again by weighted element-wise summation to obtain the
weighted hybrid multi-scale features (P;). Formally,

Pi=H+H +P,,, 5)
W; = ReLU(Convs,3(BN (Convsy3 (M P(P)))))), (6)
P, =W/ -H + W} -H + W} P, 7

where ReLU(-) is a ReLU-based activation function, BN(-) is batch
normalization, and M P(-) is max pooling.

4. Experiments

Extensive experiments have been conducted to evaluate our pro-
posed EFPNs. In this section, we first introduce the information of
datasets, baselines, implementation details, and evaluation metrics (av-
erage precision and recall). Then, in order to prove the effectiveness
of our method, we have conducted extensive experimental studies to
compare the performance of EFPNs with seven state-of-art baselines:
SSDs, YOLOvV3s, RetinaNets, ATSS, Faster R-CNNs, Grid R-CNNs and
Cascade R-CNNs. After that, in order to validate the effectiveness
and necessity of three proposed advanced modules in EFPNs, ablation
studies are further conducted. Finally, to prove the scalability of EFPNs,
i.e., that EFPNs can be used in other deep models to improve their
detection performances, we further compare the performances of EFPN-
based RetinaNet, EFPN-based ATSS, EFPN-based Cascade R-CNNs and
EFPN-based Grid R-CNNs, with those of FPN-based models.

4.1. Description of dataset

To show the performances of EFPNs for medical image detection,
extensive experiments are conducted to compare the performances of
EFPN-based Faster R-CNNs (abbreviated as EFPNs) with the state-of-
the-art baselines on two common public datasets in different medical



Z. Xu et al.

Fig. 2. Dataset examples. The left two columns are example images of PenD, and the
right two columns are those of BraTs.

Table 1

The statistic information of datasets.
Dataset Training set Validation set Testing set Total
PenD 4208 601 1203 6012
BraTs 182 26 51 259

fields, Pneumonia Detection (PenD)' and Brain Tumor Segmentation
(BraTs)? [47-49].

PenD is a public chest pneumonia detection dataset, which includes
a total of 6,012 medical images taken from real clinical chest X-rays; in
our experiments, these images will be randomly divided into training
set (taking up 70% of all data), validation set (taking up 10% of all
data) and test set (taking up 20% of all data). BraTs is a public magnetic
resonance imaging (MRI) dataset that aims to segment the glioma of
the head and has a total of 259 cases; similarly, in our experiments, we
also randomly divide the dataset into training set (taking up 70% of
all data), validation set (taking up 10% of all data) and test set (taking
up 20% of all data). Since the original dataset is 3D images, to achieve
lesion target detection, we cut the 3D images into slices according to the
Z-axis, with an average of 52 slices per case. Therefore, the number of
images used for training and testing is sufficient for the demand of the
network for lesion target detection. To verify the effectiveness of our
model on medical images of different modalities, we get the bounding
box of the lesion by the segmentation labels of the dataset and use it
as the label for detection. The statistic information of PenD and BraTs
datasets is shown in Table 1, and Fig. 2 shows example images for these
two datasets.

4.2. Baselines and implementation details

In order to evaluate the performances of the proposed EFPNSs,
seven state-of-the-art deep learning based detection solutions, SSD [50],
YOLOvV3 [51], RetinaNet [52], ATSS [25], FasterR-CNN [53], Cascade
R-CNN [54] and Grid R-CNN [23], are selected as baselines for the
medical image detection tasks. Please note that, although some of these
baselines are first proposed in earlier years for the object detection in
nature images, their vanilla versions cannot achieve satisfactory perfor-
mances in medical image detection tasks because, compared to natural
images, medical images have their own lesion detection difficulties,
such as complex lesion texture features and tiny objects. Therefore,
to show the superior performances of our proposed EFPN, instead of
using their vanilla version, we select their advanced versions that are
specifically proposed for medical image detection in recent years as
state-of-the-art baselines.

1 link: https://www.kaggle.com/c/rsna-pneumonia-detection-challenge
2 link: https://www.med.upenn.edu/cbica/brats2019/data.html
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The reason for selecting these seven methods as the baselines is as
follows. (1) Faster R-CNNs, Cascade R-CNNs and Grid R-CNNs are state-
of-the-art two-stage detection models, with relatively high detection
precision. (2) SSDs, YOLOv3s, RetinaNets, and ATSS are selected as
the baselines for existing excellent one-stage detection models. SSDs
uses multi-scale features for detection, which effectively improves the
detection accuracy of small targets; YOLOv3s has been widely used in
reality due to its rapid detection; RetinaNets, as an excellent one-stage
detection model, not only has a fast detection speed but also a high
detection accuracy. ATSS networks use a positive sample strategy to
optimize the candidate target box assignment process and thus achieve
high performance in the field of natural images. (3) Among them,
RetinaNets, ATSS, Faster R-CNNs, Cascade R-CNNs and Grid R-CNNs
use FPNs as the backbone. Although SSDs and YOLOv3 do not adopt
FPNs, they both use multi-scale features for detection.

All models are implemented using PyTorch and run on an NVIDIA
GeForce GTX 2080Ti GPU. ResNet50 is adopted in FPNs and EFPNs for
feature extraction. All models are trained by the SGD optimizer with a
mini-batch size of 2, where the weight decay parameter is set to 0.0001.
The learning rate is set to 0.002. And the threshold of score and IoU
are both 0.5 at train time.

4.3. Evaluation metrics

In order to evaluate the detection performances of our proposed EF-
PNs and the state-of-art baselines, two widely used detection evaluation
metrics [55], recall (R) and average precision (AP) are adopted. At the
same time, these metrics are also applied to RSNA Pneumonia Detection
Challenge (PenD). The formula for calculating R is shown in Eq. (8), it
can be seen from Eq. (8) that R characterizes the ability of the model
to detect lesions.

Recall = L (€)]
TP+ FN

where TP (True Positive) means that the positive sample is correctly
predicted to be the positive sample, and FN (False Negative) means
that the positive sample is incorrectly predicted to be the negative
sample.

AP, as the most commonly used evaluation metric for object de-
tection, is also adopted in this work, which comprehensively considers
(R) and precision (P), where the formulas of AP and P are Eq. (9)
and Eq. (10).

1
AP =/ P(r)dr, 9
0
P(r) represents the curve composed of precision and recall.
p=_T1P (10)
TP+ FP

where F P (False Positive) means that the negative sample is incorrectly
predicted to be the positive sample.

To further evaluate the model effectively, we use IOU thresholds to
limit the AP and R metrics. The formula of IoU is as Eq. (11). Sp,,
denotes the area of the prediction box and S;; represents the area
of the ground truth box. The ratio of intersection and concatenation
between the two boxes is used to calculate the distance between the
predicted box and the ground truth box, and further evaluate the
performance of the model. In this work, we use three different IoU
thresholds, 0.5, 0.6, and 0.7, to obtain three AP results and three R
results. Taking the IOU threshold of 0.5 as an example, a prediction box
is considered a valid prediction when the IOU between the prediction
box and the ground truth box is more than 0.5. Therefore, APy, APy,
APy, Rsy, Rgy, and Ry, and their mean mAP and mR are used as the
final evaluation metrics.

S S
ToU = Pre ﬂ GT

= . an
SPre U SGT


https://www.kaggle.com/c/rsna-pneumonia-detection-challenge
https://www.med.upenn.edu/cbica/brats2019/data.html
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Table 2

The results of the state-of-the-art baselines (SSD, YOLOv3, RetinaNet (ReNet), ATSS, Faster R-CNN (Faster), Cascade R-CNN (Cascade) and Grid R-CNN
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(Grid) and our proposed method EFPN in two datasets (PenD and BraTs). The results are the average values of 3 repeated experiments.

BraTs dataset

Method APy, AP, APy, mAP mA Py Ry Ry Ry mR mRey FPS
Grid (2019) [23] 0.6098 0.4918 0.3772 0.4929 0.757% 0.694 0.610 0.489 0.598 0.935% 19.26
Faster (2020) [53] 0.6057 0.5013 0.3849 0.4973 1.287% 0.681 0.590 0.458 0.576 3.523% 27.43
Cascade (2020) [54] 0.5982 0.4970 0.3953 0.4968 0.847% 0.678 0.589 0.474 0.580 1.131% 20.24
SSD (2020) [50] 0.5029 0.3861 0.2746 0.3878 0.876% 0.627 0.566 0.423 0.539 1.143% 31.44
ATSS (2020) [25] 0.6028 0.4331 0.3420 0.4594 0.706% 0.706 0.573 0.458 0.579 1.245% 27.83
YOLOv3 (2022) [51] 0.5557 0.4545 0.3411 0.4504 1.144% 0.667 0.565 0.448 0.560 0.473% 32.91
ReNet (2022) [52] 0.5985 0.4965 0.3787 0.4912 1.171% 0.683 0.598 0.471 0.584 0.514% 27.58
EFPN 0.6353 0.5482 0.4041 0.5292 1.062% 0.705 0.615 0.496 0.605 1.288% 24.34
PenD dataset

Method APy, APy, APy, mAP mAP., Ry, R Ry mR mRey FPS
Grid (2019) [23] 0.4748 0.2474 0.1569 0.2931 1.489% 0.636 0.410 0.341 0.462 2.458% 18.54
Faster (2020) [53] 0.4793 0.2869 0.1237 0.2966 2.394% 0.632 0.466 0.260 0.452 1.670% 26.34
Cascade (2020) [54] 0.4714 0.3008 0.1636 0.3108 0.792% 0.626 0.460 0.294 0.460 2.471% 19.92
SSD (2020) [50] 0.3394 0.2092 0.0644 0.2043 2.417% 0.458 0.351 0.221 0.343 2.774% 31.41
ATSS (2020) [25] 0.4665 0.2862 0.1094 0.2873 3.183% 0.569 0.447 0.301 0.439 6.618% 26.76
YOLOvV3 (2022) [51] 0.3919 0.2407 0.0938 0.2421 1.169% 0.493 0.387 0.251 0.377 2.297% 34.37
ReNet (2022) [52] 0.4301 0.2838 0.1429 0.2839 3.110% 0.527 0.403 0.241 0.390 1.539% 28.64
EFPN 0.4932 0.3339 0.1780 0.3350 2.007% 0.668 0.508 0.336 0.504 2.090% 22.47

In order to ensure the effectiveness of the time, we select the FP.S
commonly used in object detection as a metric to evaluate the model’s
processing efficiency. Formally, FPS is defined as follows.
L
T

N

FPS = (12)
where PT denotes the processing time and N denotes the total number
of test images.

We also use the coefficient of variation (CV) metric to measure
the models’ performance deviations; formally, CV can be defined as
follows.

SD
ean

CV = x 100%, 13)

where S D represents the standard deviation, and M ean represents the
mean value.

Hedge’s g statistic (Hg) is a standardized indicator to measure the
degree of difference between two groups, which can be used to compare
the effect size [56,57] between two models. The formal definition of
Hg is as follows.
_(M1-M2)
- Sp
where M1 and M?2 represent the average performance metrics of the
two models respectively, and .SD is the corrected value of the standard
deviation of the performance metric of the two models. Correction
values take into account the effects of sample size and biased estimates.
A larger value of Hg indicates a larger difference between the two
models.

Hg (14)

4.4. Main results

To investigate the effectiveness of our proposed EFPNs, we conduct
experiments on two datasets and compare the performance of EF-
PNs with seven state-of-the-art baselines (SSDs, YOLOv3s, RetinaNets,
ATSS, Faster R-CNNs, Cascade R-CNNs and Grid R-CNNs). All ex-
periments in this part were repeated three times under the same
configurations and parameter settings. The results of EFPNs and seven
state-of-the-art baselines on the two datasets in all metrics are shown in
Table 2. Overall, although the detection speed of the EFPN network is
slower than that of single-stage object detection networks due to the
higher complexity of the two-stage architecture, within the allowed
performance deviation range, EFPN outperforms other baselines in
other metrics. This demonstrates that our proposed EFPN achieves more
accurate medical image detection. In more detail, EFPN has higher

recall compared to other baselines, being able to reach 49.4% (PenD)
and 61.7% (BraTs) in the mR, which indicates that EFPNs can make the
detection model more capable of detecting lesions. And it is also higher
than the baselines in the AP indicators, with mAP reaching 32.35%
(PenD) and 52.45% (BraTs) which shows that EFPNs are not only more
able to detect lesions but also more accurate. Compared to the FPN-
based Faster R-CNN network, EFPN also has a 2%-4% improvement in
mAP metrics and a 3%-4% improvement in mR metrics. Furthermore,
we also find that two-stage models (EFPNs, Faster R-CNNs, Cascade
R-CNNs and Grid R-CNNs) are generally better than one-stage models
(YOLOV3s, SSDs, RetinaNets and ATSS) on two datasets of the metrics.
This is because the two-stage detection models have a network that
specifically selects candidate frames compared to the one-stage detec-
tion models. Although the model requires more parameters and slows
down the speed of the model, it allows the model to have more accurate
positioning capabilities.

Moreover, we further calculate the coefficient of variation (CV') of
EFPN and all seven SOTA baselines based on the general performance
indicators mAP and mR (denoted mAP.y,, and mRcy ) in Table 2. We
can observe that the mA P, value of EFPN is 1.062% (resp., 2.007%)
on BraTs (resp., PenD), while those of seven SOTA baselines range from
0.706% to 1.287% (resp., from 0.792% to 3.183%); similarly, the mR,
value of EFPN is 1.288% (resp., 2.090%) on BraTs (resp., PenD), while
those of seven SOTA baselines range from 0.473% to 3.523% (resp.,
1.539% to 6.618%). Consequently, we can assert that the performance
deviation of EFPN is within an acceptable level.

Table 2 also exhibits the models’ processing efficiency in terms
of FPS. The single-stage methods (i.e., SSD, ATSS, YOLOv3, ReNet)
generally have better processing efficiency than the two-stage solutions,
while the two-stage methods generally have better detection accuracy
than the single-stage methods. Our proposed not only EFPN achieves
the best detection accuracy but also achieves the second best process-
ing efficiency among two-stage methods (slightly slower than Faster
RCNN), which proves the applicability of EFPN in real-world scenarios.

According to the definition of Hedge’s g statistic (Hg) in Eq. (14),
we further calculate the effect size of the proposed model EFPN w.r.t.
seven state-of-the-art baselines based on the general performance in-
dicators (mAP and mR) in Table 2. Specifically, the effect size of our
work w.r.t. the Grid RCNN is 1.723 (resp., 1.731) in mAP and 0.814
(resp., 1.680) in mR on the BraTs (resp., PenD) dataset; similarly, the
effect size values of our work w.r.t. Faster RCNN and Cascade RCNN are
1.670 and 1.695 (resp., 1.668 and 1.625) in mAP, and are 1.339 and
1.576 (resp., 1.755 and 1.689) in mR on the BraTs (resp., PenD) dataset.
In addition, as for the sing-stage models, the effect size values of our
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Fig. 3. Visualized examples of EFPNs and seven state-of-the-art baselines on two datasets, where blue boxes are ground truths and red boxes are predictions.

work w.r.t. Faster SSD and Cascade RCNN are 1.819 and 1.797 (resp.,
1.818 and 1.685) in mAP, and are 1.767 and 1.581 (resp., 1.694 and
1.600) in mR on the BraTs (resp., PenD) dataset. Similarly, those w.r.t.
YOLOvV3 and RetinaNet are 1.800 and 1.717 (resp., 1.809 and 1.720)
in mAP, and are 1.755 and 1.554 (resp., 1.810 and 1.812) in mR on the
BraTs (resp., PenD) dataset. Consequently, since all the Hg based size
effect values are larger than 0.5, it is sufficient to prove that, comparing
to those of the state-of-the-art detection baselines, the performances of

EFPN have significant differences, i.e., the improvements achieved by
EFPN are significant w.r.t. all SOTA baselines.

Furthermore, some examples of visualized detection results of EF-
PNs and the seven state-of-the-art baselines are shown in Fig. 3. It
shows that EFPNs can always predict more accurate bounding boxes for
lesions on medical images than the baselines. Specifically, in Sample 3
(PenD), SSD and RetinaNet do not detect the lesion, and the rest of
the models detect the lesion and EFPNs’ prediction is closest to the



Z. Xu et al.

Computers in Biology and Medicine 163 (2023) 107149

Table 3
Results of ablation studies on PenD and BraTs.
Dataset Method AP R
APy, APy, APy, mAP Ry, Rg Ry mR
FPN 0.4774 0.2937 0.1523 0.3078 0.626 0.463 0.265 0.451
PenD FPN-ATDP 0.4816 0.3012 0.1579 0.3136 0.632 0.469 0.284 0.462
FPN-ATDP&SE 0.4872 0.3098 0.1603 0.3191 0.637 0.474 0.317 0.476
EFPN 0.4927 0.3114 0.1664 0.3235 0.641 0.480 0.360 0.494
FPN 0.6041 0.5040 0.3832 0.4971 0.689 0.599 0.471 0.586
BraTs FPN-ATDP 0.6106 0.5075 0.3871 0.5017 0.698 0.606 0.480 0.595
FPN-ATDP&SE 0.6229 0.5187 0.3952 0.5122 0.705 0.621 0.492 0.606
EFPN 0.6317 0.5226 0.4194 0.5245 0.713 0.633 0.505 0.617
Sample1 (PenD) Sample2 (PenD) Sample3 (PenD) Sampled (BraTs) Sample5 (BraTs) Sample6 (BraTs)
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Fig. 4. Feature heatmaps of EFPNs and FPN-ATDP&SE (i.e., with or without FFA modules) on two datasets. The blue boxes are ground truths.

ground truth label. In Sample 5 (BraTs), the images of the ground
truth box account for a relatively small proportion of the images and
contain distracting elements of other brain-body features. One-stage
networks are subject to shifted or oversized prediction frames, while
two-stage networks are generally able to precisely localize to the lesion
area. By comparing FPN-based Faster R-CNN and EFPN-based Faster R-
CNN networks, EFPN-based Faster R-CNN is able to detect brain lesion
regions more accurately. In all other samples, all models detect the
lesions, and it also can be found that the predictions of EFPNs are
closer to the ground truth than all baselines. This again demonstrates
the superior performances of EFPNs in medical image detection.

The reason why our model can achieve better results than baselines
may have the following reasons: (i) EFPNs strengthens the fusion
of deeper semantic information by an additional top-down pyramid,
which improves the model’s ability to extract more accurate features in
the complex background of medical images; (ii) The scale enhancement
modules that added in the lateral connection between original and
additional top-down pyramid can obtain more scale information which
helps the model to obtain richer features; and (iii) In the process of fea-
ture fusion, feature fusion attention modules obtain weights according
to the importance of features at different scales for weighted fusion,
which improves the detection ability of models.

4.5. Ablation studies

To show the effectiveness and necessity of the proposed three im-
provements (additional top-down pyramid (ATDP), scale enhancement
(SE) and feature fusion attention (FFA) modules), ablation studies are
conducted by incrementally removing these three components from
the EFPNs. Specifically, we first remove the FFA modules, resulting
in an intermediate model that has ATDP and SE modules with FPN
(denoted FPN-ATDP&SE), then the SE modules are removed, resulting
in an FPN with ATDP model (denoted FPN-ATDP); finally, ATDP is

removed, resulting in the vanilla FPN. The results of the ablation studies
are in Table 3.

As shown in Table 3, we have several observations as follows: (1)
It is easy to see from the Table 3 that all models (FPN-ATDP, FPN-
ATDP&SE and EFPNs) are higher than the FPN on the indicators. (2)
The results of EFPNs are higher than that of FPN-ATDP&SE in the
indicators, which fully proves that the FFA modules are more favorable
for detection by fusing features of different scales according to their
importance. (3) When FPN-ATDP&SE removes the SE modules to obtain
FPN-ATDP, the results of FPN-ATDP on indicators are lower than that
of FPN-ATDP&SE, which proves that using the SE module to generate
more diverse scale features to participate in fusion can make The model
acquires richer features to aid in detection. (4) The results of FPN-
ATDP on the indicators are higher than FPN, which fully reflects the
importance and necessity of ATDP. The possible reason why ATDP is
effective is that ATDP allows the model to fuse deeper features, which
is beneficial for the model to extract accurate features from the complex
background of medical images. This thus proves that the three proposed
improvements are all effective and necessary for EFPNs to achieve
superior detection performances in medical image detection.

Also, we show the feature heatmaps of EFPNs and FPN-ATDP&SE
(i.e., without FFA) in Fig. 4 to visualize how the FFA modules optimize
the learning processes of EFPNs. As shown in Fig. 4, samples 1 to 3
are three example images from the PenD dataset, and samples 4 to 6
are three example images from the BraTs dataset. By comparison, it
can be found that the prominent part of the feature map with the FFA
modules in the second row is closer to the green real coordinate boxes
than the first row without the FFA modules. The visualization results
through the feature map once again proved that the learning process of
EFPNs pays much more attention to the really interesting areas of the
medical images (i.e., the areas of lesions) than FPN-ATDP&SE (without
FFA) does, with the help of FFA.

Last but least, although, as shown in Fig. 4, FFA works in the
majority of the testing cases to help them generate accurate feature
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Results of AP and R when other lesion target detection networks adopt FPN and EFPN on PenD and BraTs, respectively. In Method and Dataset
(M and D), PD stands for PenD dataset, BD represents the BraTs dataset. The simple representations of detection algorithms are RetinaNet
(ReNet), Cascade R-CNN (CR-CNN) and Grid R-CNN (GR-CNN). W in the table indicates the use with the EFPNs and Wo indicates the use

without EFPNs (i.e., with FPNs).

M and D EFPN APs, AP, APy, mAP Rsy Rgo Ry mR
ReNet and PD w/o 0.4294 0.2765 0.1109 0.2723 0.527 0.407 0.255 0.396
0.4526 0.2837 0.1134 0.2832 (+1.09%) 0.534 0.445 0.276 0.418 (+2.2%)
ReNet and BD w/0 0.5920 0.4977 0.3839 0.4912 0.686 0.598 0.467 0.584
0.6134 0.5029 0.5077 0.5080 (+1.68%) 0.718 0.609 0.455 0.594 (+1.0%)
ATSS and PD w/0 0.4544 0.2790 0.0909 0.2748 0.524 0.438 0.265 0.409
w 0.4661 0.2649 0.1146 0.2818 (+0.7%) 0.556 0.447 0.267 0.423 (+1.4%)
ATSS and BD w/o 0.6008 0.4393 0.3324 0.4575 0.688 0.568 0.457 0.571
0.6163 0.4463 0.3513 0.4713 (+1.38%) 0.676 0.566 0.481 0.574 (+0.3%)
CR.CNN and PD w/o 0.4732 0.2951 0.1543 0.3075 0.614 0.475 0.281 0.457
w 0.4892 0.3178 0.1681 0.3250 (+1.75%) 0.635 0.488 0.314 0.479 (+2.2%)
CR.CNN and BD w/0 0.5970 0.4948 0.3866 0.4928 0.696 0.594 0.470 0.587
w 0.6202 0.5237 0.4015 0.5151 (+2.23%) 0.710 0.622 0.480 0.604 (+1.7%)
w/o 0.4652 0.2442 0.1542 0.2878 0.625 0.396 0.328 0.449
GR-CNN and PD w 0.4767 0.3055 0.1520 0.3114 (+2.36%) 0.638 0.432 0.339 0.470 (+2.1%)
w/o 0.5989 0.4929 0.3779 0.4899 0.698 0.612 0.496 0.602
-CNN BD
GR-CNN and w 0.6178 0.4941 0.3819 0.4979 (+0.8%) 0.707 0.629 0.503 0.613 (+1.1%)

maps, it cannot always guarantee accurate feature maps. There also
exists some cases where FFA can only have marginal improvements
or even have negative effects. As we know, since the deep learning
models aim to study the generic feature distribution of the dataset,
it is inevitable for them to encounter some special outliers; and we
do believe that these marginal improvement cases or disadvantageous
results are these kinds of outliers. Fortunately, the number of outliers
tends to be small in deep learning tasks, and similarly in our work, these
kinds of marginal improvement cases or disadvantageous results only
account for a very small proportion of our testing set so their existence
does not affect the effectiveness of FFA: as shown in Table 3, with
the help of FFA, EFPN constantly outperforms the intermediate model
FPN-ATDP&SE in terms of all evaluation metrics on both datasets.

4.6. Applying EFPNs to other lesion target detection networks

To prove the scalability of EFPNs, i.e., that EFPNs can be used in
other deep models to enhance their detection performances, we further
compare the performances of EFPN-based RetinaNet, EFPN-based ATSS,
EFPN-based Cascade R-CNN and EFPN-based Grid R-CNN with those
of FPN-based RetinaNet, FPN-based ATSS, FPN-based Cascade R-CNN
and FPN-based Grid R-CNN. The results of all metrics for the above
mentioned lesion target detection model on both datasets are presented
in Table 3. The results in Table 3 show that EFPN-based models greatly
outperform the FPN-based models on both datasets in the mAP and
mR metrics, which thus proves that EFPNs are also applicable in other
deep models to achieve better medical image detections. Compared to
a one-stage lesion target detection network, EFPNs is more effective
when applied to the two-stage target detection network.

Specifically, the two-stage target detection algorithm is exemplified
by the Cascade R-CNN network. On the PenD and BraTs datasets, the
recall (R) of EFPN-Cascade is higher than Cascade R-CNNs at all IoU
thresholds. Taking their averages as an example, the mR of EFPN-
Cascade on the PenD dataset is 47.9%, and the mR on the BraTs dataset
is 60.4%. Cascade R-CNNs has an mR of 45.7% on the PenD dataset and
58.7% on the BraTs dataset, and EFPN-Cascade outperforms Cascade R-
CNNs by 2.2% and 1.7% on both PenD and BraTs datasets, respectively.
This also shows that Cascade R-CNNs using EFPNs can detect more
lesions and fewer missed detection than using FPN.

In addition, on the two datasets, the average precision (AP) of EFPN-
Cascade is also higher than Cascade R-CNNs at all IoU thresholds.
Taking their mean mAP as an example, the mAP results of EFPNs on
PenD and BraTs are 32.50% and 51.51%, respectively, and the mAP
results of Cascade R-CNNs on PenD and BraTs are 30.75% and 49.28%,
respectively. It can be seen that Cascade R-CNNs using EFPNs are

improved by 1.75% and 2.23% respectively compared to using FPN,
which shows that Cascade R-CNNs can not only obtain higher recall
but also have higher precision by using EFPNs.

Similarly for other lesion target detection networks, although some
network evaluation metrics may perform generally at high IOU thresh-
olds, EFPNs networks are able to show some performance improvement
for average evaluation metrics (mAP and mR). In the mAP metric,
the EFPN-based lesion target detection network shows better improve-
ment on the BraTS dataset, while in the mR metric it performs better
on the PenD dataset. Various pathological image data have different
lesion characteristics and image frame features, so the improvement
of network detection performance by EFPN is not consistent across
different datasets. But the improvement can be achieved compared
to the FPN network. The above experiments show that the EFPN can
replace the FPN module and achieve performance improvements in
different networks, both for single-stage and two-stage lesion target
detection networks. It thus proves the effectiveness and widespread use
of the EFPN module.

Meanwhile, some samples of visualized detection results of the
EFPN-based and the FPN-based lesion target detection network on
the two datasets are shown in Fig. 5. From Fig. 5, in Sample 1, the
prediction box based on the EFPN model is closer to the ground truth
box than the prediction box based on the FPN model in the case of
target detection for the same lesion images. Among them, the enhance-
ment effect of the Cascade R-CNN network effect is more obvious. In
Sample 2, the overall features of the image are more blurred, making
the boundaries of the target region of the lesion not obvious. The
prediction box based on the EFPN network is more capable of including
brain lesion areas, thus providing more accurate lesion information for
doctors’ condition diagnosis.

4.7. Comparison with the existing multi-scale feature fusion solutions

In this subsection, additional experimental studies are conducted
to compare our proposed EFPN with the existing multi-scale feature
fusion solutions for the insufficient fusion and the equal importance
problems to prove that the proposed EFPN can better resolve these two
problems than the existing solutions. Specifically, the state-of-the-art
solution for the insufficient fusion problem, PAN [15], and the state-
of-the-art solution for the equal importance problem, CEFPN [16], are
selected and the results are shown in Table 5.

As shown in Table 5, we first notice that PAN and CEFPN constantly
outperform FPN in terms of all metrics on both datasets, which thus
proves the existence of the insufficient fusion and the equal importance
problems in FPN, and also proves our argument that by overcoming
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Fig. 5. Visualized examples of other lesion target detection networks on two datasets with FPNs and EFPNs, respectively, where blue boxes are ground truths and red boxes are

predictions.

Table 5

Compare EFPN with the state-of-the-art solutions for the two multi-scale fusion problems on PenD and BraTs.

Dataset Model AP R FPS

APys ARy6 ARy, mAP Rys Ros Ry mR

FPN (2020) [53] 0.6057 0.5013 0.3849 0.4973 0.681 0.590 0.485 0.576 27.43
PAN (2018) [15] 0.6198 0.5120 0.3904 0.5041 0.674 0.596 0.491 0.587 25.74

BraTs CEFPN (2021) [16] 0.6259 0.5141 0.4033 0.5144 0.692 0.624 0.502 0.606 20.58
EFPN 0.6317 0.5226 0.4194 0.5245 0.713 0.633 0.505 0.617 24.34
FPN (2020) [53] 0.4793 0.2869 0.1237 0.2966 0.632 0.466 0.260 0.452 26.34
PAN (2018) [15] 0.4756 0.2986 0.1447 0.3062 0.644 0.472 0.328 0.481 24.14

PenD CEFPN (2021) [16] 0.4831 0.3021 0.1503 0.3118 0.631 0.468 0.315 0.471 18.25
EFPN 0.4927 0.3114 0.1664 0.3235 0.641 0.480 0.360 0.494 22.47

these two problems, the FPN-based models can achieve better perfor-
mances. Furthermore, we also notice that EFPN is always better than
PAN and CEFPN in detection accuracies and effectiveness, while the
efficiency is also similar to them. Consequently, we can assert that the
proposed EFPN is a better choice to resolve the two multi-scale fusion
problems than the state-of-the-art solutions.

4.8. Comparison with the existing attention mechanisms

In this subsection, additional experimental studies are conducted to
compare our proposed EFPN with the state-of-the-art attention mecha-
nisms to demonstrate that the proposed feature fusion attention (FFA)
in EFPN is better than the state-of-the-art attention mechanisms. Specif-
ically, we first incorporate the same FPN backbone with the SOTA
attention mechanisms, i.e., attention in DeTR [46] (denoted DeTR att.),
channel attention [58] (denoted CA) and attention in SK-Net [45], and
then compare the resulting models with EFPN. Consequently, with the
same backbone, we are able to fairly evaluate the performance dif-
ferences of different attention mechanisms in medical image detection
tasks. The results are shown in Table 6.

As shown in Table 6, we can observe that, with the same backbone,
EFPN constantly outperforms the state-of-the-art attention mechanisms

in terms of all AP and R related metrics. As for the processing efficiency,
the FPS values of EFPN are very close to those of CA and SK-Net,
and greatly outperform those of DeTR attention. Consequently, these
observations sufficiently prove that the feature fusion attention (FFA)
in EFPN is better than the state-of-the-art attention mechanisms in
medical image detection tasks.

5. Conclusions and future works

This work proposed an enhanced feature pyramid network (EFPN)
to overcome the problems of FPNs and work as a better backbone
in deep-learning-based medical image detection models. EFPNs had
three improvements on FPNs: an additional top-down pyramid, scale
enhancement modules, and feature fusion attention modules. Extensive
experimental results proved that (i) EFPNs achieved better perfor-
mances in medical image detection than the state-of-the-art baselines,
(ii) the three improvements were all effective and essential for EFPNs,
and (iii) EFPNs were applicable in other deep models to achieve better
performances in medical image detection.

Despite achieving generally superior performance in medical image
detection tasks, recent researches have proved that Transformer-based
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Table 6

Compare EFPN with the state-of-the-art attention mechanisms on PenD and BraTs.

Dataset Model AP R FPS

AFys AFy6 AFy; mAP Rys Ry6 Ry; mR

FPN+DeTR att.(2020) [46] 0.6005  0.4908  0.3697  0.4870 0.653 0565  0.435 0551  11.45
FPN+CA (2020) [58] 0.4864  0.4021  0.3005  0.3963 0565  0.497 0385 0482  25.62

BraTs FPN+SK-Net (2019) [45] 05954  0.4543  0.3231  0.4576 0.641 0543 0414 0533 2515
EFPN 0.6317 0.5226 0.4194 0.5245 0.713 0.633 0.505 0.617 24.34
FPN+DeTR att. (2020) [46] 0.4802 0.3201 0.1222 0.3008 0.614 0.468 0.289 0.457 13.32
FPN+CA (2020) [58] 0.3569 0.2085 0.1074 0.2242 0.460 0.337 0.168 0.322 25.28

PenD FPN+SK-Net (2019) [45] 0.4431 0.2923 0.1181 0.2845 0.591 0.486 0.285 0.452 24.56
EFPN 0.4927 0.3114 0.1664 0.3235 0.641 0.480 0.360 0.494 22.47

backbone has a more powerful feature learning capability than the [8] Shaoging Ren, Kaiming He, Ross B. Girshick, Jian Sun, Faster R-CNN: Towards

CNN-based backbone [59]; therefore, an interesting future research
is to try to incorporate the proposed EFPN with transformer-based
detection models, e.g., Detection Transformer [46], to further improve
the detection performances. Furthermore, Due to the high cost of anno-
tation of medical images, we plan to extend EFPNs to semi-supervised
or weakly-supervised learning models in the future. Finally, within the
overall framework of multiple models, we will continue to explore the
impact of information transfer and action between the feature fusion
layers.
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